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**Cel pracy:**

Problem wielorękich bandytów (ang. multi-armed bandits) pochodzi z dziedziny uczenia ze wzmocnieniem. To zadanie optymalizacji pewnej funkcji wypłaty przy zadanym ograniczeniu. Jej celem jest wybór strategii zdefiniowanej jako zbiór akcji w procesie sekwencyjnej alokacji z góry ograniczonych zasobów do pewnych, dających nagrodę ramion, tak aby maksymalizować określoną funkcję zysku, będącą skumulowaną wypłatą ze strategii. Celem pracy jest przeanalizowanie algorytmów zajmujących się problemem wielorękich bandytów, w tym wersji kontekstowej.

**Tematyka zgłaszanej pracy:**

W problemie wielorękich bandytów w każdym momencie czasu można dokonać jednej alokacji zasobu do akcji i w zamian otrzymać obserwowalną wypłatę z ramienia. Fundamentalnym problemem zagadnienia jest optymalne rozwiązanie ograniczonych możliwości realizowania konkurujących ze sobą dwóch etapów, eksploracji i eksploatacji. Problem powstaje ze względu na fakt, że niepełna jest informacja o rozkładzie wypłat z ramion. Należy więc z jednej strony gromadzić dane, zaś z drugiej wykorzystywać te dotychczas zebrane do podjęcia jak najlepszej decyzji o alokacji zasobów. Rozszerzenie tematu o kontekst, polega na dodaniu na każdym etapie do historycznych danych informacji o stanie ramion, która wpływa na wypłatę. Pierwsza część pracy powinna zawierać wstęp do klasycznego zagadnienia wielorękich bandytów. Druga część to rozszerzenie problemu do uwzględnienia kontekstu, w tym analiza algorytmów zajmujących się optymalnym rozwiązaniem problemu eksploracji i eksploatacji. Trzecia cześć powinna zawierać nowatorskie rozwiązanie problemu i/lub zaadaptowanie dostępnych metod do rozszerzonego problemu opisanego w drugiej części. W badaniu pojawi się także zastosowanie i symulacja komputerowa na syntetycznych i/lub prawdziwych danych. Zastosowanie opisywanych rozwiązań jest szerokie. Uwzględnia kalibrację portfela inwestycyjnego, badanie leków w testach klinicznych, optymalny dobór strategii marketingowej itp.
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